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In-Context Learning (ICL) in LLMs Tutor-ICL Results

1. In-Context Learning with LLMs Works 1. Comparative Answer Format (CAF) 1. Tutor-ICL achieves consistent

_ improvements across various models and
Input Instruction

Translate English to French: : task description tasks:
Pretend that you are an expert in sentiment and opinion analysis. You need to evaluate the sentiment of the sentence toward the

specified target, determining whether it is positive, neutral, or negative. Flan-T5-XXL 11B (F1 score)
peppermint => menthe poivrée ¢ +1.68
Exemplars (N-shot) with Comparative Answer Format (CAF) +0.19

plush girafe => girafe peluche
S - Example 1: - |
Sentence: Boot time is super fast, around anywhere from 35 seconds to 1 minute.
Target: Boot time
LLMs can solve new tasks by 1earning from the examples Sentiment: closer to positive than neutral +6.05

sea otter => loutre de mer ¢ examples

on the fly, without further training.

Test Instance
3. Template Design Matters in ICL Sentence: Did not enjoy the new Window 8 and touchscreen functions.
Target: touchscreen functions ]

Several recent studies show that simple modifications to Sentiment: Rest14 Lap14 AGNews TREC QC
the template can bOOSt ICL performance. W Baseline Baseline + CAF Baseline + GAT Baseline + Summary  ® Tutor-ICL

C T+RE2 Task Instruction o ° ° ° °
—(input) e N « Comparative answer format encourages deeper thinking from various answer perspectives.

In this task, you are given a tweet. The task is to classify this tweet based on its emotion. The
answer should be one of these emotions 'Sadness’, 'Joy', 'Love', 'Anger’, 'Fear', or 'Surprise’.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls Demonstrations

oes he have now? ' : R ; Llama3-8B-Instruct (F1 score
geadr':hehquestion again: Roger has 5 ten;ig%aEHe buys 2 B 2. Glance'At'the'TeSt (GAT) ( )

more cans of tennis balls. Each can has 3 tehnis balls. How | } +4.35
many tennis balls does he have now? .

Input Instruction

A: Let's think step by step.
.

)

Pretend that you are an expert in sentiment and opinion analysis. You need to evaluate the sentiment of the sentence toward the specified target, +10.96

| | determining whether it is positive, neutral, or negative. +7.95 +12.70
Repeating Questions Inserting Inline Instructions Glance-at-the-Test (GAT)
(Avg. +2.2% in arithmetic) (Avg. +12.5% in classifications)

Specifically, the goal is to determine the sentiment polarity toward touchscreen functions in the sentence: Did not enjoy the new Window 8 ana
touchscreen functions. When reading the examples designed to aid your judgment, review the examples based on their contribution to solving the goal.

3. Our Approach

Exemplars (N-shot)

Example 1:
o N | | Sentence: Boot time is super fast, around anywhere from 35 seconds to 1 minute. Rest14 Lapl4 AGNews TREC QC
Pretend that you are an expert in sentiment and opinion analysis. You need to evaluate the sentiment

of the sentence toward the specified target, determining whether it is positive, neutral, or negative. Ta rQEt: Boot time M Baseline Baseline + CAF Baseline + GAT Baseline+ Summary  ® Tutor-ICL
Sentiment: positive

Input Instruction

Exemplars (N-shot)

Example 1: | Test Instance
Sentence: Boot time is super fast, around anywhere from 35 seconds to 1 minute.

Larget: Boat Ume Sentence: Did not enjoy the new Window 8 and touchscreen functions. 2. With Tutor-ICL, LLLMs make better use of

Sentiment: positive ]
Ta rgr.at. touchscreen functions exemplars:
Sentiment:

Test Instance Oracle Accuracy (Llama3-8B-Instruct)
Sentence: Did not enjoy the new Window 8 and touchscreen functions.

Iae Io0ch ErRerifincton: * Providing the test instance in advance allows LLMs to focus more on the relevant exemplars using the self-attention e ——————— R
mechanism.

94.81
o st ce @ L | 9507 (+ 3.26)

Standard Template

3. Summarization ol Instance @ s Y 50.76 (+ 1.15)

We improve ICL classification performance by adding
three novel components to the standard template. Input Instruction B e o 910 (+2.33)

90 91 92 93 94 95 96 97

Pretend that you are an expert in sentiment and opinion analysis. You need to evaluate the sentiment of the sentence toward the Baseline m Tutor-ICL
specified target, determining whether it is positive, neutral, or negative.

Exemplars (N-shot) We include the test instance & gold answer as one of

Experimental Settings Example 1: the ICL exemplars. Tutor-ICL results in accuracy
Sentence: Boot time is super fast, around anywhere from 35 seconds to 1 minute. closer to 100%.

Tasks and Datasets Target: Boot time

1. Aspect-Based Sentiment Classification Sentiment: positive
(SemEval-14-Laptops/Restaurants) Summarization

2. News Topic Classification (AGNews)

3. Question Type Classification (TREC-QC)

4. Emotion Classification in Dialogues (EmoC)

Let's summarize the examples: Conclusion
Example 1: closer to positive than neutral, ... , Example N: closer to neutral than positive

We improve ICL classification performance by adding
Test Instance

Model three mew components to the standard ICL template:
0oacis Sentence: Did not enjoy the new Window 8 and touchscreen functions.

1. Encoder-Decoder LLMs Target: touchscreen functions
(Flan-T5-XL (3B), XXL (11B)) Sentiment:
2. Decoder Only LLMs

(Llama2-7B, 13B, Llama3-8B-Instruct) «  Mimicking a common human practice of reviewing the materials to gain a deeper understanding.

1. Comparative Answer Format (CAF)
2. Glance-at-The-Test (GAT)
3. Summarization
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